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Muscular strategy shift in human running: dependence of running speed on hip and ankle muscle performance
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SUMMARY
Humans run faster by increasing a combination of stride length and stride frequency. In slow and medium-paced running, stride length is increased by exerting larger support forces during ground contact, whereas in fast running and sprinting, stride frequency is increased by swinging the legs more rapidly through the air. Many studies have investigated the mechanics of human running, yet little is known about how the individual leg muscles accelerate the joints and centre of mass during this task. The aim of this study was to describe and explain the synergistic actions of the individual leg muscles over a wide range of running speeds, from slow running to maximal sprinting. Experimental gait data from nine subjects were combined with a detailed computer model of the musculoskeletal system to determine the forces developed by the leg muscles at different running speeds. For speeds up to 7 m s⁻¹, the ankle plantarflexors, soleus and gastrocnemius, contributed most significantly to vertical support forces and hence increases in stride length. At speeds greater than 7 m s⁻¹, these muscles shortened at relatively high velocities and had less time to generate the forces needed for support. Thus, above 7 m s⁻¹, the strategy used to increase running speed shifted to the goal of increasing stride frequency. The hip muscles, primarily the iliopsoas, gluteus maximus and hamstrings, achieved this goal by accelerating the hip and knee joints more vigorously during swing. These findings provide insight into the strategies used by the leg muscles to maximise running performance and have implications for the design of athletic training programs.

Supplementary material available online at http://jeb.biologists.org/cgi/content/full/215/11/1944/DC1
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INTRODUCTION
Humans increase their running speed by taking longer strides and swinging their legs more quickly through the air. Running speed (v), stride length (l) and stride frequency (f) are related by the simple equation v=lf. Although faster running speeds can be achieved by increasing either stride length or stride frequency, changing these parameters is difficult in practice because these two variables are not independent. Stride length is inversely proportional to stride frequency (Cavagna et al., 1988; Cavagna et al., 1991; Hunter et al., 2004; Kaneko, 1990; Luhtanen and Komi, 1978; Salo et al., 2011; Weyand et al., 2000), and so running speed can be increased only when an increase in stride length is not accompanied by a similar decrease in stride frequency and vice versa.

Runners appear to use two different strategies to increase their speed. Up to ~7 m s⁻¹, running speed is increased by exerting larger support forces during ground contact, which has been shown to correlate with increases in stride length (Derrick et al., 1998; Frederick, 1986; Mercer et al., 2005; Mercer et al., 2002; Weyand et al., 2000). Using a simple point-mass model of running, it is relatively straightforward to show that a larger support force produces a larger stride length because the body spends more time in the air (see Appendix). Larger ground forces can be generated at lower running speeds because the leg muscles have enough time to develop the forces needed to lift and accelerate the body during stance (Weyand et al., 2000). At speeds near 7 m s⁻¹, however, ground contact times become very small (Kunz and Kaufmann, 1981; Mann and Herman, 1985; Mann, 1981), limiting the ability of the leg muscles to generate the ground forces needed to increase running speed still further (Weyand et al., 2000). Of particular interest in this respect is the behaviour of the ankle plantarflexors, which undergo significant periods of stretch–shortening during stance (Hennessy and Kilty, 2001; Ishikawa and Komi, 2007; Komi, 1984; Komi, 2000; Kubo et al., 2000; Lichtwark et al., 2007). Greater rates of shortening of the plantarflexors because of reduced ground contact times decrease the power output of these muscles (Cavagna et al., 1971; Miller et al., 2011; Volkov and Lapin, 1979), and may limit their ability to generate the required thrust during terminal stance.

Above ~7 m s⁻¹, the primary strategy used to increase running speed shifts from the goal of increasing stride length to that of increasing stride frequency, which is achieved by accelerating the legs more rapidly through the air. Peak hip-flexor, hip-extensor and knee-flexor moments all increase significantly at speeds above 7 m s⁻¹ (Belli et al., 2002; Schache et al., 2011). Increases in the work performed at the hip and knee during the swing phase also correlate with running speed above 7 m s⁻¹, as does the mechanical energy delivered by the leg muscles to the thigh and shank (Cavagna, 2009; Cavagna et al., 2008; Chapman and Caldwell, 1983). Although many studies have calculated the net torques, power and work performed by the lower-limb joints during running (Novacheck, 1998; Biewener et al., 2004; McIntosh et al., 2006; Devita et al., 2007), little is known about how the actions...
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of individual leg muscles coordinate motion of the lower-limb joints and the centre of mass, particularly across a wide range of running speeds.

Computational modelling is the only means available for studying the contributions of individual muscles to joint and body-segment accelerations, hereafter referred to as ‘muscle function’ (Pandy and Andriacchi, 2010). Detailed musculoskeletal models of the body have been used to quantify the function of individual muscles in various tasks, including walking, running and jumping (Delp et al., 2007; Erdemir et al., 2007; Heintz and Gutierrez-Farewik, 2007; Pandy, 2001; Pandy and Andriacchi, 2010; Pandy et al., 2010). In studies of walking, model simulations have shown that five muscle groups – gluteus maximus, gluteus medius, vasti, soleus and gastrocnemius – contribute most significantly to the accelerations of the centre of mass in the vertical, fore–aft and mediolateral directions (Anderson and Pandy, 2003; Liu et al., 2008; Pandy et al., 2010). However, only two computer-based musculoskeletal modelling studies have characterised the function of the individual leg muscles during running (Hamner et al., 2010; Sasaki and Neptune, 2006). Sasaki and Neptune (Sasaki and Neptune, 2006) generated muscle-actuated simulations of running at 1.96 m s\(^{-1}\) using a two-dimensional model of the body to calculate the individual contributions of leg muscles to the acceleration of the centre of mass. Hamner et al. (Hamner et al., 2010) also calculated how individual muscles accelerate the centre of mass by generating a three-dimensional running simulation for a single subject at a more typical running speed of 3.96 m s\(^{-1}\). No studies to our knowledge have evaluated lower-limb muscle function in running at speeds greater than 4 m s\(^{-1}\).

The overall goal of the present study was to better understand how the leg muscles coordinate motion of the body segments during running. Our specific aim was to determine the contributions of individual leg muscles to increases in stride length and stride frequency by evaluating muscle contributions to the ground reaction force and joint angular accelerations throughout the stride. Experimental gait data were combined with a detailed model of the musculoskeletal system to determine the forces developed by the leg muscles over a wide range of running speeds, from slow running to maximal sprinting. The model calculations were used to evaluate two hypotheses: (1) the ankle plantarflexors are mainly responsible for increasing stride length during stance; and (2) the hip flexors and extensors are mainly responsible for increasing stride frequency during swing.

### MATERIALS AND METHODS

#### Ethical approval

The study was approved by the Human Research Ethics Committees of The University of Melbourne and The Australian Institute of Sport, and all participants gave their written informed consent prior to testing. All human testing procedures undertaken conformed to the standards of the Declaration of Helsinki.

#### Experimental protocol

Nine subjects (five males, four females; age, 27.7±8.0 years; mass, 73.1±8.6 kg; height, 176±7 cm; leg length 93±5 cm) volunteered to participate in the study (Table 1). All subjects were experienced runners and at the time of testing were not suffering from any musculoskeletal injury likely to adversely affect their sprinting ability. All experiments were conducted on a straight indoor synthetic running track in the Biomechanics Laboratory at the Australian Institute of Sport. Prior to data collection, a test leg, henceforth referred to as the ipsilateral leg (right=4; left=5), was randomly chosen by tossing a coin.

Each subject was asked to run at four steady-state target speeds: slow running at 3.5 m s\(^{-1}\) (\(N=9\)), medium-paced running at 5.0 m s\(^{-1}\) (\(N=9\)), fast running at 7.0 m s\(^{-1}\) (\(N=8\)) and maximal sprinting at 8.0 m s\(^{-1}\) or greater (\(N=7\)). The total track was 110 m long, which provided subjects with up to 60 m to accelerate to a steady-state speed, 20 m to maintain the steady-state speed and 30 m to safely decelerate to rest. All data were collected inside the volume where subjects were required to maintain steady-state speeds. Timing gates (Speedlight Telemetry Timing, Swift Performance Equipment, Walcol, QLD, NSW, Australia) were positioned at 20 m intervals at each end of the data collection volume to monitor the average steady-state speed of each runner. Verbal feedback was provided after each trial to ensure the subject attained the desired target speed. Adequate recovery time was provided between trials to prevent fatigue.

Marker-derived kinematic data were acquired using a three-dimensional video motion capture system (VICON, Oxford Metrics, Oxford, UK). Small reflective markers (14 mm in diameter) were mounted over specific locations on the trunk, legs and arms (see supplementary material Table S1, Figs S1, S2). Marker trajectories were recorded using 22 optical infrared cameras sampling at 250 Hz over a distance of 11.5 m. Ground reaction force and centre-of-pressure data were measured using eight force plates (Kistler Instrument Corp., Amherst, NY, USA).

### Table 1. Subject characteristics, measured running speeds and foot-strike patterns measured for each target running speed

<table>
<thead>
<tr>
<th>Subject</th>
<th>Mass (kg)</th>
<th>Gender</th>
<th>Height (m)</th>
<th>Age (years)</th>
<th>Leg length (m)</th>
<th>Test leg</th>
<th>Slow running (3.5 m s(^{-1}))</th>
<th>Medium-paced running (5.0 m s(^{-1}))</th>
<th>Fast running (7.0 m s(^{-1}))</th>
<th>Sprinting (&gt;8.0 m s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Measured speed (m s(^{-1})) Strike</td>
<td>Measured speed (m s(^{-1})) Strike</td>
<td>Measured speed (m s(^{-1})) Strike</td>
<td>Measured speed (m s(^{-1})) Strike</td>
</tr>
<tr>
<td>1</td>
<td>79.2</td>
<td>M</td>
<td>1.82</td>
<td>32</td>
<td>0.95</td>
<td>Right</td>
<td>3.52 R</td>
<td>5.20 F</td>
<td>7.07 F</td>
<td>9.38 F</td>
</tr>
<tr>
<td>2</td>
<td>74.9</td>
<td>M</td>
<td>1.72</td>
<td>42</td>
<td>0.91</td>
<td>Left</td>
<td>3.31 R</td>
<td>4.92 R</td>
<td>6.93 F</td>
<td>8.37 F</td>
</tr>
<tr>
<td>3</td>
<td>88.1</td>
<td>M</td>
<td>1.86</td>
<td>24</td>
<td>1.01</td>
<td>Left</td>
<td>3.68 R</td>
<td>5.21 F</td>
<td>6.73 F</td>
<td>9.43 F</td>
</tr>
<tr>
<td>4</td>
<td>64.4</td>
<td>F</td>
<td>1.77</td>
<td>25</td>
<td>0.93</td>
<td>Right</td>
<td>3.48 R</td>
<td>5.16 F</td>
<td>6.86 F</td>
<td>8.01 F</td>
</tr>
<tr>
<td>5</td>
<td>65.2</td>
<td>F</td>
<td>1.64</td>
<td>29</td>
<td>0.88</td>
<td>Left</td>
<td>3.35 F</td>
<td>5.09 F</td>
<td>6.89 F</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>64.1</td>
<td>F</td>
<td>1.72</td>
<td>37</td>
<td>0.91</td>
<td>Left</td>
<td>3.41 R</td>
<td>5.07 F</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>66.1</td>
<td>F</td>
<td>1.70</td>
<td>20</td>
<td>0.89</td>
<td>Right</td>
<td>3.61 F</td>
<td>5.41 F</td>
<td>7.13 F</td>
<td>8.53 F</td>
</tr>
<tr>
<td>8</td>
<td>80.3</td>
<td>M</td>
<td>1.77</td>
<td>21</td>
<td>0.92</td>
<td>Left</td>
<td>3.46 F</td>
<td>5.24 F</td>
<td>7.07 F</td>
<td>9.73 F</td>
</tr>
<tr>
<td>9</td>
<td>75.9</td>
<td>M</td>
<td>1.82</td>
<td>19</td>
<td>1.00</td>
<td>Right</td>
<td>3.56 F</td>
<td>5.20 F</td>
<td>7.00 F</td>
<td>9.49 F</td>
</tr>
<tr>
<td>Mean(s.d.)</td>
<td>73.1±8.6</td>
<td></td>
<td>1.76±0.07</td>
<td>27.7±8.0</td>
<td>0.93±0.05</td>
<td></td>
<td>3.49±0.12</td>
<td>5.17±0.13</td>
<td>6.96±0.13</td>
<td>8.99±0.67</td>
</tr>
</tbody>
</table>

F, forefoot-strike; R, rearfoot-strike.
sampling at 1500 Hz. Ground reaction forces were low-pass filtered at 60 Hz using a fourth-order Butterworth filter to remove high frequency noise. Muscle electromyographic (EMG) data were sampled at 1500 Hz using a telemetered system (Noraxon Telemyo 2400T G2, Noraxon USA Inc., Scottsdale, AZ, USA). Pairs of Ag/AgCl surface electrodes were mounted on the skin to measure the activity of 11 lower-limb muscle groups: gluteus maximus, gluteus medius, medial hamstrings (i.e. combined signals from semimembranosus and semitendinosus), lateral hamstrings (i.e. combined signals from biceps femoris long head and short head), rectus femoris, vastus medialis, vastus lateralis, medial gastrocnemius, lateral gastrocnemius, soleus and tibialis anterior. Electrodes were placed according to previously published guidelines (Hermans et al., 2000), and all signals were checked for clarity and strength of signal during isolated limb movements. EMG onset and offset times were determined by applying a Teager–Kaiser energy (TKE) filter to the raw EMG signal (Li et al., 2007; Solnik et al., 2010). Running sandals (Nike Straprunner, Nike, Beaverton, OR, USA) rather than traditional shoes or spikes were worn by the subjects so that markers could be placed directly onto the foot.

Stride length, stride frequency, ground contact time, aerial time and effective vertical ground impulse were calculated for a single trial. Stride length was defined as the anterior distance travelled by consecutive ipsilateral foot-strikes, calculated from the heel marker at the time of initial foot–ground contact. Stride frequency was calculated by dividing running speed by stride length. Ground contact time was calculated by dividing the number of video frames for which the ipsilateral foot was in contact with the ground by the video sample frequency. Similarly, aerial time was determined by dividing the number of video frames for which both feet were off the ground by the sample frequency. Effective vertical ground impulse, which represents the net impulse responsible for accelerating the body upwards (Hunter et al., 2005; Weyand et al., 2000), was determined by calculating the area between the vertical ground reaction force–time curve and the horizontal line representing the subject’s body weight (BW). A Gait-Extract toolbox (freely available from https://simtk.org/home/c3dtoolbox) was used to extract and process the raw kinematic marker, ground reaction force and muscle EMG data from each trial into a format suitable for input to the musculoskeletal model.

**Musculoskeletal model**

The generic musculoskeletal model described below was implemented in OpenSim (Delp et al., 2007) and is freely available with sample running data obtained from one subject at https://simtk.org/home/runningspeeds.

The skeleton was represented as a three-dimensional, 12-segment, 31-degree-of-freedom articulated linkage (Fig. 1A). The head and torso were lumped together as a single rigid body that articulated with the pelvis via a ball-and-socket joint. Each hip was modelled as a ball-and-socket joint, each knee as a translating hinge joint (Seth et al., 2010), each ankle as a universal joint comprised of two non-intersecting hinge joints, each shoulder as a ball-and-socket joint, and each elbow as a universal joint. The lower-limb joints were actuated by 92 musculotendon units (Thelen, 2003), each unit represented as a Hill-type muscle in series with tendon. Muscle fibre length, *l*~f~, and tendon length, *l*~t~, were governed by the distance between the origin and insertion sites of the musculotendon unit, *l*~MT~, muscle pennation angle, α~M~, and muscle force, *F*~M~. The active force-length-velocity surface of muscle was defined by the muscle’s optimal fibre length, *l*~M,opt~, maximum shortening velocity, *v*~M,max~, and peak isometric force, *F*~M,peak~. Active muscle force generation was constrained to this surface and was scaled by the level of muscle activation, α~A~. (D) Foot–ground contact was assumed to occur at five discrete contact points distributed over the sole of the foot in the model.

**Ground contact model**

Five discrete points located on the sole of the model foot (Fig. 1D) were used to simulate the interaction between the foot and the ground (Dorn et al., 2012; Lin et al., 2011). Two ground contact points were located at the heel, two at the metatarsal joint and one at the end of the toe segment. During periods of ground contact, the measured centre of pressure was used to control the stiffness of each contact point relative to the ground according to rules governing the heel-strike, foot-flat and toe-off phases of stance (Lin et al., 2011). In this way, the ground contact model was naturally adapted.
to the contact patterns exhibited by both rearfoot- and forefoot-strike runners.

**Data analysis**

OpenSim was used to perform all model analyses (Delp et al., 2007). Subject-specific musculoskeletal models were developed by scaling the generic musculoskeletal model using the ‘scale’ tool in OpenSim. Specifically, individual body-segment scaling factors were found using the ratio of the distances between two markers measured on the segment during a static standing trial (see supplementary material Fig. S2) and the distances between the same two markers located on the model. These scaling factors were then used to scale segment lengths, segment inertial properties, muscle attachment points, optimal fibre lengths and tendon slack lengths. The peak isometric force of each muscle was not scaled, and so the same values were assumed across all subjects and speeds.

Joint angles were computed at each time instant in the model using the ‘inverse kinematics’ tool in OpenSim. The marker locations on the model were optimally matched to the trajectories of the corresponding marker locations measured on the subject, so that the sum of the squared error distances between the two marker sets was minimised, thereby yielding the optimal set of joint kinematics (Lu and O’Connor, 1999). Net joint moments were computed using the ‘inverse dynamics’ tool in OpenSim. The measured ground reaction forces were applied directly to the feet of the model, and joint moments were iteratively calculated by solving the equations of motion for each segment of the model, starting from the foot segment and moving upwards (Winter, 2009). The net joint moments were then decomposed into individual musculotendon forces using the ‘static optimisation’ tool in OpenSim. This procedure was used to solve an optimisation problem that minimised the sum of the squares of all muscle activations, which is analogous to minimising total muscle stress (Crowninshield and Brand, 1981). The optimisation solution was constrained to the force-length-velocity surface of each muscle (Gordon et al., 1966; Katz, 1939; Zajac, 1989) (Fig. 1C).

Mechanical power developed by each muscle was found by taking the product of musculotendon force and musculotendon velocity. Mechanical work was determined by calculating the area under the power–time curve. Concentric contractions represented energy generated by the muscle (positive work), whereas eccentric contractions represented energy absorbed (negative work).

Lower-limb muscle function was quantified by calculating the contributions of each muscle to the ground reaction force and the lower-limb joint accelerations derived from experiment. This was performed using a ‘pseudo-inverse induced acceleration analysis’ (Lin et al., 2011), which was implemented in OpenSim as a custom-designed plugin (freely available from https://simtk.org/home/tims_plugins). Each muscle force obtained from the static optimisation solution was successively applied to the model in isolation. As the isolated muscle force is transmitted to all of the body segments, it simultaneously induces: (1) a ground reaction force at the foot (via the foot–ground contact model shown in Fig. 1D); and (2) angular accelerations of all the body joints (Zajac and Gordon, 1989). This approach for calculating muscle contributions to ground reaction forces and lower-limb joint accelerations has been previously validated against gait data obtained for walking and running (Dorn et al., 2012; Lin et al., 2011).

Muscle contributions to the vertical ground reaction force were used to identify the muscle groups that contributed most significantly to increases in stride length. Similarly, muscle contributions to the sagittal-plane hip- and knee-joint accelerations were used to identify the muscle groups that contributed most significantly to increases in stride frequency. Ankle-joint acceleration was neglected because its contribution to swinging the legs forward in running was presumed to be negligible.

**Data presentation and statistical analysis**

All trials were analysed over a single stride cycle beginning and ending at ipsilateral foot-strike. Results were time-normalised to a full stride cycle and then averaged across all subjects for each running speed. Ground reaction forces were normalised by the mean body weight of the subjects, and joint moments were normalised by the mean body mass. Muscle data (i.e. force, work and contributions to ground forces and joint accelerations) were combined into functional muscle groups by summing the contributions from each muscle line-of-action within the group, specifically: ILPSO (iliacus and psoas), GMAX (superior, middle and inferior gluteus maximus), GMED (anterior, middle and inferior gluteus medius), HAMS (biceps femoris long head, semimembranosus and semitendinosus), RF (rectus femoris), VAS (vastus medialis, vastus intermedius and vastus lateralis), GAS (medial and lateral compartments of gastrocnemius), SOL (soleus) and TIBANT (tibialis anterior).

One-way repeated-measures ANOVAs were used to identify the muscles that: (1) developed significantly greater peak forces during the stride cycle with running speed; (2) contributed significantly greater peak forces to the vertical ground reaction force with running speed; and (3) performed a significantly greater amount of swing phase work with running speed. When significant F-ratios were obtained, post hoc pairwise comparisons (paired t-tests) were used to determine differences between each of the running speeds. A conservative level of significance was set at P<0.01 for all tests, which was determined by a Bonferroni correction to a significance level of P<0.06 (i.e. a total of six post hoc pairwise comparisons was performed per dependent variable). The statistical association between running
speed and work performed by the major muscle groups was also calculated. Linear and second-order polynomial trend lines were fitted to the mechanical work generated and absorbed by the leg muscles and corresponding coefficients of determination ($R^2$) were determined.

**RESULTS**

**Dependence of stride length and stride frequency on running speed**

Mean running speeds recorded across subjects were $3.5 \pm 0.1 \ m/s$ (slow running), $5.2 \pm 0.1 \ m/s$ (medium-paced running), $7.0 \pm 0.1 \ m/s$ (fast running) and $9.0 \pm 0.7 \ m/s$ (sprinting) (Table 1; see also supplementary material Fig.S3). The percentage increase in stride length was greater than that in stride frequency as running speed increased from $3.5$ to $7.0 \ m/s$, but the opposite effect was observed at speeds above $7.0 \ m/s$ (Fig.2A, Table2). Ground contact time decreased monotonically as running speed increased ($P<0.01$; Fig.2B, Table2). Aerial time and effective vertical ground impulse both reached their maxima at $7.0 \ m/s$ before decreasing at higher speeds (Fig.2B).

**Lower-limb muscle forces in running**

Model predictions of muscle forces were in temporal agreement and corresponding coefficients of determination ($R^2$) calculated. Linear and second-order polynomial trend lines were fitted during stance. As speed increased, ILPSO, GMAX, GMED, HAMS was the hamstrings, which were only lightly activated in the model pattern; in the first half of swing, RF force increased with running speed ($P<0.01$) in response to larger moments required in hip flexion and knee extension, whereas during stance, RF produced a knee-extensor moment to complement the action of VAS. GAS and RF were simultaneously activated during stance because GAS was required to produce a plantarflexor moment about the ankle at this time.

### Table 2. Mean ($\pm$1 s.d.) magnitudes of stride length, stride frequency, ground contact time, peak muscle forces and peak muscle contributions to the vertical ground reaction force

<table>
<thead>
<tr>
<th>Variable</th>
<th>Speed 1 3.49±0.12 m s$^{-1}$ (N=9)</th>
<th>Speed 2 5.17±0.13 m s$^{-1}$ (N=9)</th>
<th>Speed 3 6.96±0.13 m s$^{-1}$ (N=8)</th>
<th>Speed 4 8.99±0.67 m s$^{-1}$ (N=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stride characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stride length (m)</td>
<td>2.62±0.10$^{b,c,d}$</td>
<td>3.42±0.13$^{a,b,c,d}$</td>
<td>3.99±0.22$^{b,h}$</td>
<td>4.10±0.26$^{a,b}$</td>
</tr>
<tr>
<td>Stride frequency (s$^{-1}$)</td>
<td>1.31±0.09$^{b,c,d}$</td>
<td>1.47±0.09$^{a,b,c}$</td>
<td>1.75±0.10$^{a,b,c}$</td>
<td>2.16±0.10$^{a,b,c}$</td>
</tr>
<tr>
<td>Ground contact time (s)</td>
<td>0.24±0.02$^{a,b,c}$</td>
<td>0.18±0.015$^{d}$</td>
<td>0.145±0.009$^{b,h,d}$</td>
<td>0.118±0.011$^{a,b,c}$</td>
</tr>
<tr>
<td>Peak forces developed by muscles (BW)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ILPSO (swing)</td>
<td>1.97±0.39$^{b,c,d}$</td>
<td>3.49±0.51$^{a,b,c,d}$</td>
<td>5.91±0.98$^{a,b,c,d}$</td>
<td>9.0±4.11$^{b,c,d}$</td>
</tr>
<tr>
<td>GMAX (swing)</td>
<td>0.38±0.12$^{b,c,d}$</td>
<td>0.64±0.17$^{a,b,c,d}$</td>
<td>1.03±0.29$^{a,b,c}$</td>
<td>1.22±0.60$^{b,c,d}$</td>
</tr>
<tr>
<td>GMED (swing)</td>
<td>2.10±0.36$^{b,c,d}$</td>
<td>2.86±0.31$^{a,b,c}$</td>
<td>4.81±0.74$^{a,b,c}$</td>
<td>8.95±1.66$^{a,b,c}$</td>
</tr>
<tr>
<td>HAMS (swing)</td>
<td>0.67±0.06$^{b,c,d}$</td>
<td>1.19±0.17$^{a,b,c}$</td>
<td>1.0±0.26$^{b,c}$</td>
<td>2.80±0.30$^{b,c}$</td>
</tr>
<tr>
<td>RF (swing)</td>
<td>1.70±0.57$^{b,c,d}$</td>
<td>5.35±1.21</td>
<td>4.93±0.94</td>
<td>4.89±0.89</td>
</tr>
<tr>
<td>VAS (stance)</td>
<td>4.70±0.57$^{b,c,d}$</td>
<td>5.35±1.21</td>
<td>4.93±0.94</td>
<td>4.89±0.89</td>
</tr>
<tr>
<td>GAS (stance)</td>
<td>1.94±0.22$^{b,c,d}$</td>
<td>2.65±0.44$^{a,b,c}$</td>
<td>3.23±0.49$^{a,b,c}$</td>
<td>2.97±0.34$^{a}$</td>
</tr>
<tr>
<td>SOL (stance)</td>
<td>6.70±0.68$^{b,c,d}$</td>
<td>7.92±0.82$^{a,b,c}$</td>
<td>8.71±0.83$^{a,b,c}$</td>
<td>7.34±0.72$^{a,b,c}$</td>
</tr>
<tr>
<td>TIBANT (swing)</td>
<td>0.17±0.14$^{a}$</td>
<td>0.22±0.16$^{a}$</td>
<td>0.31±0.00$^{a}$</td>
<td>0.50±0.11$^{a,b,c}$</td>
</tr>
<tr>
<td>Peak muscle contributions to the vertical ground reaction force (BW)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VAS</td>
<td>1.12±0.26</td>
<td>0.92±0.23</td>
<td>0.74±0.21</td>
<td></td>
</tr>
<tr>
<td>GAS</td>
<td>0.53±0.10$^{b,c,d}$</td>
<td>0.73±0.16</td>
<td>0.81±0.12</td>
<td>0.74±0.08$^{a}$</td>
</tr>
<tr>
<td>SOL</td>
<td>1.61±0.32$^{b,c,d}$</td>
<td>1.98±0.53</td>
<td>2.40±0.55</td>
<td>2.30±0.59$^{a}$</td>
</tr>
<tr>
<td>Total vertical ground force</td>
<td>2.71±0.46$^{b,c,d}$</td>
<td>3.14±0.55$^{a,b,c,d}$</td>
<td>3.58±0.67$^{a,b,c}$</td>
<td>3.59±0.71$^{a,b}$</td>
</tr>
<tr>
<td>Mechanical work produced by hip muscles in swing phase (J kg$^{-1}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ILPSO (1st half of swing)</td>
<td>0.36±0.07$^{b,c,d}$</td>
<td>0.64±0.08$^{a,b,c}$</td>
<td>0.85±0.09$^{a,b,c}$</td>
<td>1.12±0.17$^{a,b,c}$</td>
</tr>
<tr>
<td>RF (1st half of swing)</td>
<td>0.11±0.02$^{b,c,d}$</td>
<td>0.21±0.04$^{a,b,c}$</td>
<td>0.31±0.04$^{a,b,c}$</td>
<td>0.4±0.05$^{b,c,d}$</td>
</tr>
<tr>
<td>GMAX (2nd half of swing)</td>
<td>0.07±0.02$^{b,c,d}$</td>
<td>0.19±0.06$^{a,b,c}$</td>
<td>0.43±0.08$^{a,b,c}$</td>
<td>0.77±0.11$^{a,b,c}$</td>
</tr>
<tr>
<td>HAMS (2nd half of swing)</td>
<td>0.27±0.04$^{b,c,d}$</td>
<td>0.53±0.12$^{a,b,c}$</td>
<td>0.95±0.15$^{a,b,c}$</td>
<td>1.75±0.31$^{a,b,c}$</td>
</tr>
</tbody>
</table>

Forces are normalised by body weight (BW) and mechanical work is normalised by body mass. Positive work represents energy generation; negative work represents energy absorption. Grey shaded rows indicate variables that displayed significant changes in absolute magnitude for all running speed increments.

ILPSO, iliacus and psoas combined; GAS, medial and lateral compartments of gastrocnemius combined; GMAX, superior, middle and inferior gluteus maximus; HAMS, biceps femoris long head, semimembranosus and semitendinosus combined; RF, rectus femoris; SOL, soleus; TIBANT, tibialis anterior; VAS, vastus medialis, vastus intermedius and vastus lateralis combined.

*Significantly different from running speed 1 ($P<0.01$).
*Significantly different from running speed 2 ($P<0.01$).
*Significantly different from running speed 3 ($P<0.01$).
*Significantly different from running speed 4 ($P<0.01$).
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**DISCUSSION**

The overall goal of the present study was to better understand how the individual leg muscles coordinate motion of the body segments during running. Our specific aim was to determine the contributions of the individual leg muscles to increases in stride length and stride frequency and hence running speed. Experimental gait data were combined with a detailed musculoskeletal model of the body to evaluate two hypotheses: (1) the ankle plantarflexors are mainly responsible for increasing stride length during the stance phase of running; and (2) the hip flexors and extensors are mainly responsible for increasing stride frequency during swing.

---

**Muscle function during swing**

The mechanical work performed by the hip muscles during swing increased as running speed increased \((P<0.01; \text{Fig. 7, Table 2})\). In particular, ILPSO generated more work at the hip during the first half of swing (linear trend, \(R^2=0.9457\)), GMAX generated more work at the hip in the second half of swing (second-order polynomial trend, \(R^2=0.9432\)), RF absorbed more work at the hip and the knee in the first half of swing (linear trend, \(R^2=0.9288\)) and HAMS absorbed more work at the hip and knee in the second half of swing (second-order polynomial trend, \(R^2=0.9274\)).

The muscles of both the ipsilateral and contralateral legs induced larger accelerations of the ipsilateral hip and knee joints as running speed increased (Fig. 8). In the first half of swing, the ipsilateral hip was accelerated into flexion by the ipsilateral ILPSO, and this action was opposed by the contralateral HAMS and GMAX. In the second half of swing, the ipsilateral hip was accelerated into extension by the ipsilateral ILPSO and GMAX, and this action was opposed by the contralateral HAMS and GMAX. In the second half of swing, the ipsilateral knee was accelerated into flexion by the ipsilateral ILPSO during the first half of swing, and this action was opposed by the contralateral HAMS and GMAX. In the second half of swing, the ipsilateral knee was accelerated into flexion by the ipsilateral ILPSO and GMAX, and these actions were opposed by the ipsilateral HAMS and contralateral ILPSO (Fig. 8B). ILPSO, HAMS and GMAX contributed to greater hip and knee accelerations as running speed increased \((P<0.01)\), especially between 7.0 and 9.0 m s\(^{-1}\), when these muscles produced an almost twofold increase in hip- and knee-joint acceleration. The ankle plantarflexors, despite producing considerable forces throughout the stance phase of running (Fig. 3), did not contribute to hip- and knee-joint accelerations during swing (not shown).
Musculoskeletal modelling is a powerful tool for studying muscle function during movement because it allows individual muscle outputs such as length, force and power to be determined non-invasively (Pandy and Andriacchi, 2010). The accuracy of the model used to calculate lower-limb muscle forces during running has been evaluated in a number of previous studies undertaken by various groups (Erdemir et al., 2007; Hamner et al., 2010; Kim et al., 2009; Pandy and Andriacchi, 2010). Further, muscle morphological parameters assumed in the model were updated with the most recent data obtained from a comprehensive cadaver dissection study (Ward et al., 2009). In particular, the peak isometric forces assumed for the lower-limb muscles are consistent with measurements of physiological cross-sectional areas obtained from cadaver specimens. This is particularly important in relation to the model predictions of muscle forces as the distribution of forces between synergistic muscles is highly dependent on the anatomical arrangement of muscle fibres within a muscle’s volume (Powell et al., 1984; Wilson and Lichtwark, 2011).

To verify the convergence of the static optimisation analysis, we compared the net joint moments computed from inverse dynamics against those obtained by taking the product of muscle force and moment arm and summing across all muscles spanning each joint. With the exception of the transverse-plane hip rotation moment, the average r.m.s. difference between the optimisation-based and inverse-dynamics-based net joint moments was less than 0.05 Nm kg$^{-1}$ (supplementary material Fig. S5). The difference between the optimisation-based and inverse-dynamics-based net joint moments obtained for the transverse-plane hip moment was most likely attributable to errors in the joint kinematic data (e.g. soft tissue artefacts), which are exacerbated in fast dynamic activities that involve large muscle contractions (Akbarshahi et al., 2010; Cappozzo et al., 1996). However, across all running speeds, the discrepancy (average r.m.s. difference) between the optimisation- and inverse-dynamics-based net joint moments was never greater than 0.5 Nm kg$^{-1}$, which was considered reasonable for the purposes of evaluating muscle function during running. The results from the induced acceleration analysis were also evaluated using the superposition principle (Anderson and Pandy, 2003): the sum of all individual muscle contributions to the vertical ground reaction force and hip- and knee-joint accelerations predicted by the model matched the corresponding experimental data with errors of less than 5% r.m.s. for all running speeds (supplementary material Fig. S6).

To our knowledge, this is the first study to determine the contributions of individual muscle forces to performance-related biomechanical variables, specifically, joint moments, joint accelerations and ground reaction forces, across a wide range of running speeds. Although only sagittal-plane dynamics are reported here, the analysis performed was three-dimensional and included muscle contributions in the coronal and transverse planes as well.
This is also the first study to quantify the mechanical work performed by the individual leg muscles during running. Previous studies investigating the energetics of running have used inverse dynamics to determine muscular work at the joint level (Biewener et al., 2004; Devita et al., 2007; McIntosh et al., 2006; Novacheck, 1998; Schache et al., 2011; Swanson and Caldwell, 2000). Calculations of joint work do not account for the contributions of individual muscles, particularly those that cross more than one joint. For example, because the hip joint acts as an energy generator and the knee joint as an energy absorber (Sawicki et al., 2009; Schache et al., 2011), it is not possible to determine whether a biarticular muscle spanning both of these joints, such as HAMS, is absorbing energy from, or generating energy to, the skeleton. Finally, the results of the present study are based on novel experimental data recorded for overground running. Although treadmills enable gait experiments to be performed more easily in a laboratory setting, biomechanical differences between treadmill and overground running have been identified under certain circumstances (Elliott and Blanksby, 1976; Frishberg, 1983; Nelson et al., 1972; Nigg et al., 1995; Riley et al., 2011), it is not known whether kinetic differences exist between treadmill and overground running at faster speeds of locomotion. Because accurate measurement of joint kinetics is crucial for accurate estimates of muscle forces, a key feature of our experimental design was recording gait biomechanics during overground running.

**Hypothesis 1: the ankle plantarflexors are mainly responsible for increasing stride length during stance**

As running speed increased from 3.5 to 7.0 m s\(^{-1}\), SOL and GAS were mainly responsible for increasing stride length by generating higher support forces during ground contact (Fig. 2A, Fig. 5). Above 7.0 m s\(^{-1}\), however, peak forces developed by SOL and GAS decreased (Fig. 3), whereas their contributions to the vertical ground force remained roughly the same (Fig. 5). Peak forces developed by the ankle plantarflexors decreased at the higher running speeds for two possible reasons. First, the muscles may have been operating at lengths much shorter or longer than the muscles’ optimum fibre lengths (Close, 1972; Gordon et al., 1966; Woledge et al., 1985); and second, the contractile velocities may have been too high to allow the muscles to develop high forces (Abbott and Wilkie, 1953; Bahler et al., 1968;...
Katz, 1939). The model calculations showed that even though SOL and GAS operated at more favorable positions on their force–length curves as running speed increased, the peak forces that could potentially be developed by these muscles decreased because of their high contraction velocities (Fig.6A). For example, in running at 3.5 m s$^{-1}$, SOL developed its peak force while contracting isometrically, whereas in sprinting at 9.0 m s$^{-1}$ SOL developed its peak force while shortening at 37% of its maximum shortening velocity. As running speed increased from 3.5 to 9.0 m s$^{-1}$, the force-generating capacity of SOL decreased from 100 to 30% of its peak isometric force, whereas that of GAS reduced from 140 to 40% of its peak isometric force (Fig.6B). The plantarflexors shortened at higher rates as running speed increased because the time available for ground contact diminished (Fig.2B), which meant that these muscles had less time to generate the support forces needed during stance. Indeed, the force–velocity relationship has been shown to have the greatest limiting effect on maximum running speed amongst all the contractile properties of skeletal muscle (Miller et al., 2011).

The relationship between maximum running speed and performance of the leg muscles during stance has also been studied in both bipeds (Rubenson et al., 2011) and quadrupeds (Higham, 2011; Roberts et al., 1997). For example, lizards are able to generate relatively large horizontal accelerations during the ground contact phase of running because of the increased size (i.e. fibre diameter) of the gastrocnemius muscle in these reptiles: an increase in fibre diameter confers a higher maximum shortening velocity on the muscle (Rome et al., 1990). Similarly, ultrasound studies in humans indicate that sprinters have significantly longer gastrocnemius fibre lengths and smaller pennation angles compared with distance runners, properties that enhance the ability of the gastrocnemius to generate force at higher shortening velocities (Abe et al., 2000; Kumagai et al., 2000). These architectural features highlight the importance of the gastrocnemius muscle in running and are consistent with the following two observations. First, that humans reach faster top speeds by applying greater support forces to the ground (Weyand et al., 2000); and second, that the ankle plantarflexors contribute significantly to the pattern of support force generated in running (Fig. 5). These results suggest that the performance of the ankle plantarflexors may limit maximum running speeds in humans. Weyand et al. (Weyand et al., 2000) also showed that the effective vertical impulse exerted on the ground increases up to a speed of 7.0 m s$^{-1}$ and then decreases, signifying a deficiency in the force-generating capacities of the ankle plantarflexors. We conclude that the ability of the ankle plantarflexors to increase stride length is limited when running speed approaches 7.0 m s$^{-1}$, and that an alternative strategy is needed to increase running speed beyond this mark.

Hypothesis 2: the hip muscles are mainly responsible for increasing stride frequency during swing

We found that second-order polynomial trends adequately described the relationships between the swing phase work performed by the hip-extensor muscles (GMAX and HAMS) and running speed (Fig.7). Second-order polynomial trends have also been used to describe the relationship between stride frequency and running speed (Mercer et al., 2002). Taken together, these results suggest a causal link between the actions of the hip muscles and stride frequency. The model calculations showed that stride frequency was increased by increasing the forces generated by the hip-spanning muscles, primarily ILPSO, GMAX and HAMS, as these muscles contributed significantly to the larger hip- and knee-joint accelerations observed at higher running speeds (Fig.8). Although a given muscle can only generate a moment about a joint that it spans, the same muscle can induce angular accelerations of all the joints in the body, including those not spanned by that muscle. This is a consequence of dynamic coupling, whereby the force applied by a muscle is transmitted to all the body segments simultaneously (Zajac and Gordon, 1989). Indeed, we found that the contralateral leg muscles are just as important as the ipsilateral leg muscles in controlling the accelerations of the ipsilateral hip and knee joints (Fig.8). During the swing phase of running, the ipsilateral HAMS accelerated the ipsilateral knee into flexion and the contralateral knee into extension. The latter result may seem counter-intuitive because: (i) HAMS is classified anatomically as a knee flexor, and (ii) the ipsilateral HAMS does not span any of the joints in the contralateral leg. Similarly, the contralateral HAMS accelerated the ipsilateral knee into extension to oppose the knee-flexor acceleration induced by the ipsilateral ILPSO. We note here that although the ILPSO does not span the knee, it nonetheless contributed significantly to knee-joint acceleration. As running speed increased, particularly above 7.0 m s$^{-1}$, the hip muscles played a more substantial role in increasing stride frequency by accelerating the leg forward more vigorously during swing.

Limitations of the analysis

There are a number of limitations associated with the present study. First, our results apply only to steady-state running, and hence do
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not reflect the coordination strategies used during the initial burst of acceleration needed to reach a constant speed. Although it is possible that a single continuous acceleration from 3.5 up to 9.0 m s\(^{-1}\) may involve different mechanical strategies to those observed when analysing a number of discrete steady-state running trials ranging between the same two speeds, practical considerations prevented the collection of experimental data for a single continuous acceleration phase of running. For example, subjects were given the first 60 m of the running track to accelerate to maximum speed at their self-selected rate. Capturing marker-based kinematics and ground reaction forces over this length of the track would require a prodigious amount of laboratory equipment. In addition, controlling the acceleration rate of individuals in overground running is almost impossible, whereas steady-state speeds can be more easily managed. Indeed, previous modelling studies investigating human locomotion over a range of speeds have been based on multiple steady-state trials (Liu et al., 2008; Pandy and Andriacchi, 2010). Further work is required to test whether strategies for increasing running speed differ when they are based on analyses of multiple steady-state trials.
(as in the present study) versus a single continuous acceleration phase.

Second, we assumed the same cost function in calculating muscle forces across all running speeds. At self-selected speeds of walking and running, a minimum muscle-stress criterion yields muscular loading patterns that are consistent with measured EMG activity (Dorn et al., 2012; Glitsch and Baumann, 1997; Raikova and Prilutsky, 2001). However, minimum muscle stress may not be the most appropriate criterion to use at the fastest running speeds. For example, one objective of sprinting may be to maximise the average horizontal velocity of the centre of mass throughout the stride cycle, which could be achieved by maximising muscular effort over time, irrespective of the metabolic cost of transport (Cavagna et al., 1971; Ward-Smith, 1985). However, it is unlikely that such a cost function would apply to running at submaximal speeds. We therefore used the same cost function (i.e. minimum muscle stress) to calculate leg-muscle forces at all running speeds, an approach that has been followed in previous attempts to model running biomechanics (Chumanov et al., 2011; Glitsch and Baumann, 1997; Hamner et al., 2010). We evaluated the sensitivity of muscle force predictions for a single subject using different exponents of the cost function and found no significant differences in the shapes and magnitudes of the predicted muscle forces (supplementary material Fig. S4). These findings are in agreement with those of Glitsch et al. (Glitsch et al., 1997). Future work should be directed at quantifying the performance criteria applicable to running at different speeds and their concomitant effects on model predictions of muscle forces.

Third, activation dynamics was neglected in the formulation of the static optimisation problem posed in this study. Although activation dynamics does not have a significant effect at slow running speeds (Lin et al., 2012), its role in faster running may be more pronounced. For example, Neptune and Kautz (Neptune and Kautz, 2001) emphasised the importance of the electromechanical delay by showing that it is needed to realistically simulate the optimal cadence performance in high frequency pedalling. The values of activation and deactivation time constants used in model simulations reported in the literature have ranged from 10 to 22 ms and 30 to 200 ms, respectively (Anderson and Pandy, 2001; Chumanov et al., 2007; Seth and Pandy, 2007; Zajac, 1989). Future work should be directed at gaining a better understanding of: (1) the dynamics of the rise and fall of active muscle force using isolated muscle-fibre experiments; and (2) the extent to which different values of activation and deactivation time constants affect model predictions of muscle force, particularly in simulations of ballistic motor tasks. In any event, we do not believe the conclusions obtained in this study are affected by neglecting muscle activation dynamics in the model because the patterns of predicted muscle activations and muscle forces agree, at least qualitatively, with the sequence and timing of measured EMG activity (supplementary material Fig. S4).

Fourth, because the model of each subject was developed by scaling a generic musculoskeletal model to the subject’s anthropometry, the subject-specific model did not explicitly include anatomical features that could enhance athletic performance. For example, elite sprinters possess smaller Achilles tendon moment arms and longer ankle plantarflexor fascicle lengths compared with the average population, which allow them to generate larger ground reaction forces and impulses during stance (Lee and Piazza, 2009). Elite sprinters are also believed to possess more compliant Achilles tendons, which enable them to store and utilise greater amounts of elastic strain energy, thereby reducing the mechanical work performed by the ankle plantarflexors (Lichtwark and Barclay, 2010; Roberts, 2002; Roberts and Scales, 2002). Such architectural features of muscle and tendon must be accurately measured for each individual in the cohort of study participants before they can be incorporated with confidence into subject-specific models of movement (Ishikawa and Komi, 2007; Lichtwark and Wilson, 2007; Thelen et al., 2005).

Finally, we assumed that joint moments were satisfied in their entirety by muscle forces alone. It is likely that several non-muscular structures also contribute to the moment exerted about each joint. For example, foot and shoe deformation during ground contact (Webb et al., 1988), the plantar fascia (Kibler et al., 1991) and the anterior cruciate ligament (Hart et al., 2010) all exert moments about the joints they span, but these contributions are likely to be negligible compared with the moments exerted by the muscles.

**CONCLUSIONS**

The ankle plantarflexors – soleus and gastrocnemius – contribute most significantly to vertical support forces, and hence increases in stride length, during slow and medium-paced running (up to 7.0 m s\(^{-1}\)). At speeds near 7.0 m s\(^{-1}\), the contractile conditions for these muscles deteriorate because of increased shortening velocities, requiring a change in the strategy used by runners to increase their speed still further. The strategy used to increase running speed beyond 7.0 m s\(^{-1}\) shifts from the goal of increasing stride length to one of increasing stride frequency. This new goal is achieved by the synergistic actions of the ipsilateral and contralateral hip muscles, primarily ILPSO, GMAX and HAMS, which accelerate the leg more vigorously through the air and provide the high stride frequencies needed to reach the fastest running speeds possible.

**APPENDIX**

**Relationship between effective vertical impulse and stride length in running**

Using a simple point-mass model of running, we derived a relationship between the effective vertical ground impulse \((I_{v,\text{eff}})\) generated by the leg muscles during stance and stride length \((L)\) achieved by the body during running (see Fig. A1). Assume that the body is represented by a point mass \(m\) and consider the stride cycle divided into a stance phase \((t=0\,\text{to}\, t=i)\) and a swing phase \((t=i\,\text{to}\, t=f)\). Furthermore, assume that the vertical velocity of the body at
foot-strike ($t=0$ and $t=I$) is equal and opposite to the vertical velocity of the body at foot-off ($t=i$), thus:

$$v_i = -v_0.$$  \hspace{1cm} (A1)

Applying the impulse-momentum theorem in the vertical direction, a relationship can be found between the effective vertical ground impulse ($I_{v,\text{eff}}$) and the vertical velocity at foot-off:

$$I_{v,\text{eff}} = m(v_i - v_0) = 2mv_i.$$  \hspace{1cm} (A2)

$$v_i = \frac{I_{v,\text{eff}}}{2m}. \hspace{1cm} (A3)$$

Furthermore, assuming that (1) the vertical position of the body is the same at foot-strike and foot-off, and (2) the vertical acceleration of the body is only due to the force of gravity ($a_g=9.8 \text{ m s}^{-2}$), the kinematic equations governing motion of the body in the vertical direction can be used to solve for the time spent in the air ($t_{\text{aerial}}$) as follows:

$$4.9t_{\text{aerial}}^2 = \left( \frac{I_{v,\text{eff}}}{2m} \right) t_{\text{aerial}} = 0,$$

$$t_{\text{aerial}} = \frac{I_{v,\text{eff}}}{9.8m}.$$  \hspace{1cm} (A4)

Given that running speed ($v_{\text{run}}$) is constant and applying the kinematic equations of motion in the horizontal direction, stride length ($L$) can be defined as a function of the effective vertical ground impulse ($I_{v,\text{eff}}$):

$$L = \frac{v_{\text{run}}t_{\text{aerial}}}{9.8m}.$$  \hspace{1cm} (A5)

Eqsns A5 and A6 show that increases in the effective vertical ground impulse will increase aerial time and produce larger stride lengths during running.

**LIST OF ABBREVIATIONS**

- BW: body weight
- cFO: contralateral foot-off
- cFS: contralateral foot-strike
- EMG: electromyography
- GAS: medial and lateral gastrocnemius combined
- GMAX: superior, middle and inferior glutes maximus combined
- GMED: anterior, middle and posterior glutes medius combined
- HAMS: biceps femoris long head, semimembranosus and semitendinosus combined
- iFO: ipsilateral foot-off
- iFS: ipsilateral foot-strike
- ILPSO: iliacus and psoas combined
- RF: rectus femoris
- SOL: soleus
- TIBANT: tibialis anterior
- TKE: Teager-Kaiser energy
- VAS: vastus medialis, vastus intermedius and vastus lateralis combined
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